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Abstract

Many voices have expressed their concerns about the state of artificial intelligence (machine learning) in 
the U.S. Intelligence Community. This study uses a systematic review methodology to collect, analyze, 
and synthesize the reasons for these concerns, the problems raised, and the solutions offered. A systematic 
review aims to provide an evidence-based management approach to identify what is known about a topic 
and provide practitioners with information to decide what action to take in the future. Using a systematic 
review methodology, this study appears to be the first of its kind and captures a holistic understanding 
of issues related to artificial intelligence in the Intelligence Community. The theory of organizational 
attention is used as a theoretical lens because the findings are very complex regarding the breadth and 
depth of the problems raised and the solutions offered. They directly affect what and how Intelligence 
Community decisionmakers focus their attention on and react to the findings. The concerns raised in the 
literature address issues related to decisional and behavioral factors leading to artificial intelligence usage. 
The problems identified are categorized into those internal to the Intelligence Community, those external 
to the Intelligence Community, and those unique to artificial intelligence. The solutions address what 
knowledge gaps need to be filled and what implementation needs should be satisfied. A conceptual model 
is proposed to help absorb and operationalize the findings from this study. While artificial technology is 
a technology, almost everything in this study is about psychology, social psychology, and organizational 
behavior, i.e., it is a story about people.
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Introduction

Issue
This study is part of a broader project to create a vision for the future of the national security intelligence 
mission.1 This study is a precursor to such a vision as it suggests what is known about the overall question and 
the current state of knowledge of problems and solutions within the Intelligence Community (IC) today. 

Research Question
The research question is, what is the state of knowledge about problems and solutions in today’s Intelli-
gence Community with AI/ML? 

Scope
This study focuses on artificial intelligence and machine learning in the Intelligence Community. The 
terms for these technologies are often used interchangeably in practice, hence they are combined as AI/ML. 

Artificial intelligence can be defined as technologies that alter themselves, such as machine learning, sta-
tistical techniques using algorithms, and deep learning, a more sophisticated form of machine learning.2 
Artificial intelligence can also be defined as technology that solves problems that a human typically does.3 
However, there is no standard definition for artificial intelligence.4 The National Security Commission on 
Artificial Intelligence recently defined artificial intelligence as “…technologies that solve tasks requiring 
human-like perception, cognition, planning, learning, communication, or physical action; and technolo-
gies that may learn and act autonomously, whether in the form of software agents or embodied robots.”5 

Machine learning benefits users based on how the technology has been trained. Supervised training means 
a priori data has been categorized by humans relevant to the purpose of the technology. Unsupervised train-
ing means data does not have to be categorized a priori, and deep learning uses algorithms called neural 
networks.6 For the most part, machine learning solves problems where a priori knowledge exists about the 
data complexities and how various data interact.7 Many articles use the term artificial intelligence without 
further specification. In contrast, other articles focus on machine learning, the most used advanced tech-
nology in the Intelligence Community. 
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Purpose
The purpose for answering the research question is to ground decisionmakers in the reality of the current 
state of knowledge of AI/ML. This knowledge can then lead to discussions and decisions about how the IC 
can evolve into a more effective, relevant, and sought-after source of information so that. 

Relevance to the Intelligence Community
This study is focused on AI/ML as it applies to the IC. The different perspectives and knowledge about this 
topic can provide a knowledge baseline to build ideas about its future for the IC.
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Research Methodology

Conceptual Framework
Organizational behaviorist William Ocasio’s attention-based view of the firm theory provides the theoretical 
lens for this study from an individual and organizational perspective.8 Ocasio’s process-based theory is based 
on three premises at the individual level of analysis. First, decisionmakers make decisions based on what 
they attend to. Second, what decisionmakers concentrate on depends on the context of the situation. Third, 
the context of the situation decisionmakers find themselves in depends on the organization’s rules, resources, 
and social relationships. What we pay attention to influences how problems and answers are handled.

Ocasio asserts that how an organization pays attention to problems shapes the organization’s ability to make 
changes, an adaptation-based theory.9 There are three ways that attention shapes the ability of organizations 
to adapt. First, attentional perspective is how the organization’s strategy influences what a decisionmaker 
pays attention to. Second, attentional engagement is the time, energy, and effort decisionmakers participate 
in responding to issues, problems, and answers. Third, the attentional selection is the patterns of historical 
outcomes from paying attention to issues, problems, and solutions. 

This study explores the articles discussing AI/ML in which writers implicitly direct their concerns to deci-
sionmakers and organizations. Individuals, whether internal and external to the IC, identify areas of concern 
they believe the IC needs to address to make it more relevant and valued by its customers. These individuals 
are motivated to raise issues because they either study the IC, support the IC, or have had experience being a 
member of the IC. They state the problems and offer solutions in various venues: academic journals, industry 
concept papers, think tank papers, conference material, etc. Intelligence Community decisionmakers can then 
consider how the issues, problems, and solutions might be treated. However, if there is a plethora of problems 
and solutions, then how does the IC absorb them? Which problems or solutions should a decisionmaker pay 
attention to? Which ones are ignored because they have failed to reach the attention of a decisionmaker? 

The theory of organizational attention suggests that the IC’s ability to adapt to a new environment is 
directly affected by the process and engagement types of attention used by IC decisionmakers. The purpose 
and outcome of this study will not answer the question, “how does the IC absorb information about AI/
ML and act upon it?” Additionally, it will provide a reasonably accurate way of organizing the broad spec-
trum of problems and solutions so that future questions can be asked. One future question may be, how 
will the IC use this information to adapt to AI/ML? 
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Figure 1 represents how the theory of organizational attention applies to the IC. Issues are raised to identify 
problems within a topic, and solutions are offered based on the defined problems. Individuals who have iden-
tified problems and solutions are seeking the attention of IC decisionmakers to change the IC for the better. 
The IC’s ability to change partly depends on the decisionmaker’s ability to focus their attention, as seen by 
individual factors in the top half of Figure 1. It is affected by the attention-related behaviors of their organi-
zation, in the bottom half of Figure 1, organizational factors. Once the issues, problems, and solutions have 
been identified, the IC can then consider how this information can be used to make changes to improve itself.

Figure 1. Theory of Organizational Attention applied to the IC

Individuals raise
issues of concern

Problems are
identified

Solutions are
identified

IC’s ability to adapt
is influenced by...

Focus of attention

Situational attention

Structural
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Attentional
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Key Questions
The study used three subordinate review questions to organize the literature analysis, as shown in Figure 
2. The term review question is used intentionally to differentiate it from a “research question.” A research 
question is used when an individual collects data to answer their question (called “primary research”). In 
contrast, a review question is used when an individual compiles other authors’ finished products, often 
called “secondary research”. This study captures others’ work and is, therefore, secondary research.

The first subordinate review question (RQ1) asks about someone’s motivation for writing about AI/ML in 
the IC, “What reasons motivate someone to publish their knowledge and experience?” In other words, what 
is their focus of attention? The second subordinate review question (RQ2) centers on the stated problems 
in their publication about AI/ML in the IC, “What problems are identified about AI/ML in the IC?” The 
author’s focus of attention serves as a lens through which problems are identified. The third subordinate 
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review question (RQ3) focuses on the solutions offered, “What solutions are suggested that could improve 
AI/ML in the IC?” Figures 7 through 26 show how each review question is answered in more detail.

Figure 2. Three Subordinate Review Questions about AI/ML within the Intelligence Community 

What reasons are motivating
the author(s) to publish?Motivation

What problems are the
author(s) identifying?Problems

What solutions are the
author(s) suggesting?Solutions

Research Design
This study adopts many, but not all, features from the systematic review methodology, which uses a disci-
plined approach to find, analyze, and synthesize knowledge claims about a topic.10 A systematic review is 
like a literature review with one significant difference. A systematic review consists of a formal process with 
defined steps designed to capture every relevant piece of evidence and is the focus of the study itself. In 
contrast, a literature review is informal and targeted at specific concepts of interest to the researcher and is 
a means to an end, used as an introduction to the fundamental part of the research.11 

Systematic reviews typically take six to 18 months.12 A typical systematic review process includes formu-
lating the problem, searching the literature, screening for inclusion of relevant data, assessing the data 
quality, extracting the data, analyzing and synthesizing the data, and reporting the findings.13 Data in this 
study are extracted from academic journal articles, book chapters, white papers, magazine articles, etc. 
Because of the timeline constraints, this systematic review had to modify its approach by not including a 
formal quality appraisal assessment of articles considered. However, articles were informally assessed for 
quality. For example, articles were only included if authored by individuals who had credentials intersect-
ing the IC and AI/ML.

Systematic Review Method

Key methodological aspects of a systematic review include the type of question asked and how the data is 
analyzed. Systematic reviews can ask different types of review questions. A descriptive type is used to sup-
port this study because it allows the researcher to characterize the state of knowledge of a topic, which is 
precisely what needs to be done in this study. 



PERCEPTIONS OF ARTIFICIAL INTELLIGENCE/MACHINE LEARNING IN THE INTELLIGENCE COMMUNITY  14

This systematic review used an interpretative approach.14 Interpretation involves a coding system to iden-
tify researcher-created categories and themes from the literature. Coding in this context should not be 
confused with computer science, where coding is a set of required instructions that make a computer do 
what computer scientists expect. 

In an interpretive approach, a code is a word or set of terms generated by the researcher to capture the essen-
tial meaning of someone else’s narrative selection, whether spoken or written.15 It is an interpretation process. 
The coding process involves several steps that begin with breaking down a narrative into component pieces, 
the analysis function. It ends with building a new framework from the pieces, the synthesis function.16 

The coding process can be inductive and deductive. Inductive coding is data-driven and flexible, whereas 
deductive coding uses predetermined codes to organize data coding. Coding can use a combination of 
inductive and deductive processes.17 In this study, a combination of inductive and deductive coding is used. 

Deductive coding serves as the initial framing device by using three predetermined components, each 
representing the review questions discussed above: motivation, problem, and solution. Authors who write 
about problems and solutions have their reason for why they are writing.18 

Once the literature is separated into deductively generated concepts of motivation, problem, and solution, 
inductive coding begins and is data-driven. Within the motivation component, inductive coding is guided by the 
question: What is the motivation for writing about [topic] in the IC? Within the problem component, inductive 
coding is informed by the question: What problems are identified about [topic] in the IC? Within the solution 
component, inductive coding is led by the question: What solutions are recommended for [topic] in the IC?

Data Collection Strategy
Three search streams found 2,060 articles related to the IC and AI/ML. Each was reviewed for consider-
ation with the question: What is the state of knowledge about problems and solutions within AI/ML in 
today’s IC? Figure 2 summarizes the inclusion and exclusion flow from the three search streams to the final 
number of 41 articles used in this study.

In the first stream, 782 results were retrieved from a Google Scholar search using the search terms “intelli-
gence community,” AND reform, AND “machine learning” from 2010-2022, deleting citations. Of the 782 
results, 28 were duplicates, resulting in 754 possible articles meeting the search criteria. After reading the 
754 articles, it was determined that 28 pieces contained relevant information to answer the review question. 

The articles excluded from the 754 were not focused on AI/ML or the IC. For instance, a mention of the 
IC and AI/ML might only be found in the introduction, recommendation, or reference sections where 
one sentence surmises that the research or findings would be of value to AI/ML and the IC. Similarly, the 
phrases “machine learning” and “intelligence community” were contained with reference titles. A second, 
closer reading of the 28 articles eliminated seven more because they failed to substantively address the 
review question. This left 21 articles to be included in the AI/ML review. 



Research Methodology  15

In the second stream, 1,260 articles were retrieved from a Google Scholar search using the terms “intel-
ligence community AND revolution AND artificial intelligence” from 2019-2022. A shorter date range 
was used for the second stream of search terms than the first stream because a large number of articles were 
identified. Over 7,000 were retrieved if 2010 was used as the starting point. Almost all the second stream 
results were duplicates of the first stream, resulting in only three additional articles. 

In the third stream, 18 articles were acquired through various non-systematic techniques, such as harvest-
ing pieces from the first or second stream and tapping into various unclassified electronic communications 
about AI/ML, i.e., emails, web pages, etc., that included information of interest. After a detailed, closer 
reading of the 18, one was excluded due to its lack of substantive relevance to the review question. As Fig-
ure 3 shows, 41 articles were included to address the AI/ML topic within the IC. 

Figure 3. Search Flow of AI/ML Systematic Review
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Search Details

Figure 4. Distribution of Final 41 Articles by Publication Year
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Figure 5. Types of Publication Venues
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Most of the 41 articles included in the final review were published within the last two years (2020-2021). 
The search range for the first stream was 2010-2022, yet very few articles were published before 2019 related 
to AI/ML and the IC. The second stream search range of 2019-2021 included one from 2020 and two from 
2021. The third-stream harvesting approach was mostly from 2021. The cut-off date for the 41 articles 

is February 2022. Figure 4 provides the 
distribution of the final 41 articles used 
for this study by their publication year. 

Articles were selected based on their 
relevance to the AI/ML overall review 
question. There was no restriction on 
the source of evidence, consistent with 
the methodological approach of a sys-
tematic review.19 As a result, a diverse 
selection of publication venues was con-
sidered reportable for the 41AI/ML arti-
cles. Because a systematic review requires 
the identification of articles considered, 
a reference section is included at the 
end of this study. It contains the cita-
tions of all 41 articles and identifies the 
41 articles with an asterisk in front of 
the author’s name. Of the 41 articles, 
14 were from practitioner magazines, 
10 were from academic journals, seven 
were from think tank studies, four were 
from university studies, three were from 
conference materials, two were from 
Internet blogs, and one was from a book 
chapter. Figure 5 summarizes the distri-
bution of publication venues.

Those who authored the 41 articles came 
from various professional backgrounds. 
Thirty-one authors wrote the 41 articles. 
A few authors wrote two articles, and 
one author wrote a series of five. Iden-
tifying their professional assignment at 
the time of publication provides con-
text for understanding their knowledge 
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strengths and possible motivations for writing about topics. Not all individuals remain in the assignment 
they held when the article was published. For example, the current Director of National Intelligence, Avril 
Haines, was employed as a think tank researcher. Thus, her assignment at the time of publication was cate-
gorized as a think tank researcher, not a current or former government official. For the AI/ML topic, eleven 
were written by academics. Four were authored by think tank researchers and three were authored by for-
mer government individuals and consultants. Some articles were written by a combination of professionals. 
Figure 6 summarizes the author’s job at the time of the article’s publication. 

Figure 6. Author’s Job at Time of Publication
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Analytic Strategy
Synthesizing the literature begins with the coding process. There are four increasingly abstract levels of 
inductive coding: codes, categories, themes, and concepts.20 Codes are the interpretation of the claims 
provided by the authors. The claims are typically either embedded in a sentence or the entire sentence 
and selected by their relevance to the review question. Categories are the groupings of codes that share 
similar meanings. For example, a category about risk would represent the many codes and the evidence 
from source sentences in articles that discuss risk-related activities. Categories remain grounded close to 
the meaning of codes and can be thought of as a reflective process because categories reflect the similar-
ities of the codes. 

Themes, on the other hand, bring together disparate categories into a theoretically meaningful group and 
can be thought of as a formative process because they capture the differences between categories. For exam-
ple, in addition to risk, other categories might include budgets, human resources, acquisition, etc. These 
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different categories form a strategy development theme because the categories involved the need to create 
a strategy. Concepts represented the most abstract way of capturing the meaning of themes. For example, 
strategy development was just one theme that spoke to implementation needs required before and during 
the deployment of an AI/ML system in the IC.

Table 1 provides the number of codes, categories, themes, and concepts for each review question: the moti-
vation of authors who wrote about issues, the problems they identified, and the solutions they offered. The 
following section is organized by the review questions: motivation, problems, and solutions. 

Table 1. Review Questions and Coding Results

Review Question (RQ) Codes Categories Themes Concepts Total

RQ1: Motivation 51 13 4 2 70

RQ2: Problems 262 52 11 3 328

RQ3: Solutions 176 34 6 2 218

Total 489 99 21 7 616
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Findings

Motivation
Motivations for why articles were written fall into two types of issues: those that relate to factors involved 
with decisionmaking about using AI/ML, called decisional issues, and those that relate to concerns about AI/
ML technology behaviors, called behavioral 
issues. These two types of motivation refer to 
why an article was written about AI/ML in 
the IC. Figure 7, shown below, summarizes 
the two types of motivation concepts and 
their respective details.

Figure 7. Motivation for Why AI/ML Issues are  
a Concern for the IC
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Decisional Issues 

Decisional issues consist of two types as shown 
in Figure 7: those that involve AI in decision 
considerations, and those that do not involve 
AI in decisions, non-AI considerations. AI 
Considerations include AI/ML implementa-
tion risks, AI/ML potential, AI/ML usage, and 
strategic competitors. Non-AI considerations 
include knowledge boundaries, self-imposed 
constraints, and the strategic role of data. The 
decisional issues are summarized in Figure 8 
and discussed in detail below. 

Figure 8. Motivational Decisional Issues
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AI implementation risks include concerns 
about the risks of using AI/ML involved in 
intelligence analysis, where deliberation is 
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typically the mainstay of critical thinking.21 The issue is whether analysts trust that AI/ML conclusions are 
accurate, because analysts directly interact with their organization’s leadership and external customers.22 
The challenges and dilemmas of using AI/ML in an intelligence context are caused by the well-known 
extent of the unknowns and ambiguities within the analytic profession.23 

AI potential means concerns about the anticipated increased use of AI/ML. These concerns include the need 
for a conceptual framework to help think about AI/ML and its relevance to the intelligence mission. Under-
standing a new phenomenon requires a theoretical underpinning to interpret the phenomenon.24 Another 
concern is the need for metrics to assess the impact of AI/ML in support of intelligence missions, as measures 
of effectiveness are challenging when the end state of AI/ML use may not be conceptualized at this point.25 
In addition, an assessment of how technology assists to identify and prevent threats, an intelligence analyst’s 
activity, has not been established.26 

AI usage addresses concerns about how AI/ML technology can be used. These include proposals for using AI/
ML to avoid strategic surprise, as IC warning failures have resulted in significant surprises that have cast disper-
sion upon the IC.27 Adopting AI/ML so that current intelligence processes can be improved, and understand-
ing how AI/ML will be integrated into existing systems or replace existing systems, is still a work in progress.28 
Integrating AI/ML into efforts to deter threats, which involves knowledge beyond collection and analysis, 
includes broader instruments of power, such as diplomacy and economics, that interface with intelligence.29 
How to pay more attention to AI/ML testing and evaluation is essential so that analysts and consumers of intel-
ligence will have more trust in their conclusions, as analysts and intelligence agencies will want to know to what 
degree their technologies are fully operational.30 Finally, agencies will want to know to what degree their analy-
ses are comparable with other agency products. There is a need to develop IC-wide standards or best practices.31 

Strategic competitors concerns include great power’s use or possible use of AI/ML against the United States 
and the asymmetric nature of AI/ML. There are signs of how great powers such as China and Russia may 
use this technology for nefarious, below-the-threshold-of-war activities.32 The re-emergence of near-peer 
competitors such as China and Russia are of concern. The need to adopt a focus on their strategic threat, 
which is a change in emphasis from the U.S. and allied focus on international terrorism over the past twenty 
years33 as well as China’s and Russia’s allies, for instance, North Korea and Iran.34 Lastly, the concern includes 
the need to preserve power primacy over China in light of China’s persistence in preventing U.S. primacy.35

Non-AI Considerations 

Knowledge boundary issues include how the intelligence analyst’s work at the task level may change. Under-
standing the boundaries between what AI/ML can provide and what the human analyst will do will be 
important.36 The distinction between how vast quantities of information and intelligence are explained and 
understood is complicated because the edge of data as intelligence ends and intelligence from data begins 
may be clouded.37 Lastly, the concern includes the degree that intelligence analysis adopts data science into 
its process and may introduce benefits or limitations. As the volume of data becomes ubiquitous, having a 
science of data, data science, becomes a necessity.38 
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Self-imposed constraint issues include the lack of innovation in the IC culture. The culture reinforces the 
status quo rather than experimenting with something new.39 Another issue is that the IC budget process is 
rigid, so it takes years to incorporate a new program.40 Because the IC is risk-averse, and the adoption of 
AI/ML is new, risks must be taken, but adoption of AI/ML presents additional challenges without a risk 
framework.41 Lastly, the IC culture tends to throw money at problems, but adopting AI/ML will take more 
than just money.42 

The strategic role of data issues includes the idea that the Internet has no boundaries and is easy to access from 
anywhere and to almost everyone. Most of the world now has data democratization.43 Further, because data 
is democratized, data must be conceptualized as a strategic asset; otherwise, adversaries and competitors 
will benefit from a fast response and the versatility in achieving a desired effect.44 Acquiring new ways for 
the IC to leverage data collection, processing, and exploitation will be paramount.45

Behavioral Issues 

Behavioral issues consist of two types. AI external concerns originate outside the IC. AI internal concerns 
involve concerns from within the IC. AI external concerns include the transformative effects on the IC, the 
transformative effects on society, IC chal-
lenges with AI, strategic competitors, and 
weaponizing algorithms. AI internal con-
cerns include the limits of algorithms and 
the AI user’s social context. The behavioral 
issues are summarized in Figure 9 and dis-
cussed in detail below.

Figure 9. Motivational Behavioral Issues 
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The concerns about the AI transformative 
effects on the IC include the degree to which 
analytic tradecraft is dependent on access-
ing large amounts of data, modeling the 
right architecture for the data, and ensur-
ing the contextual understanding of the 
user is considered.46 The human resource impact on intelligence analysis, the workflow, and the IC work-
force is considered a significant challenge.47 The system integration issues addressing the transformative 
effects of AI applications on existing and future system integration are not fully understood.48

The broader concerns about the AI transformative effect on society include a wide swath of issues that will 
likely trickle down into intelligence agencies’ concerns. These concerns include the degree to which AI/ML 
innovation will disrupt global political, economic, and social relationships.49 They also have the degree to 
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which the economic activity of AI/ML will change how businesses operate at the business-to-business and 
business-to-consumer levels.50 The question of what transformative effects these breakthrough technologies 
will eventually have on international conflict remains an unanswered question.51 The pace of change from 
these converging AI/ML technologies and their impact on society is a work in progress.52 How the pace of 
change will change global threats and the IC’s ability to detect them remains unknown.53 The degree to which 
the United States is prepared to compete or thwart threats in an era of AI/ML has yet to be fully addressed.54

The challenges that the IC faces with AI/ML include the IC not responding fast enough to leverage the inno-
vative effects of AI/ML technologies.55 The IC is not reacting fast enough to exploit the increasingly massive 
amounts of open-source data using advanced technologies.56 The lack of details on how AI/ML and data 
science fit into the analytic workflow has negative implications for overall integration.57

The concerns for strategic competitors and how adversaries are weaponizing algorithms in AI/ML include 
their use to shape the United States and its allies’ hearts and minds through disinformation campaigns.58 
The role algorithms will have in future international conflict is especially concerning when linked with 
networks and sensor grids.59 The ability of adversaries to attack the U.S. AI/ML systems is a strategic con-
cern because they can deliberately introduce bias to increase an adversarial advantage.60 If U.S. companies 
can acquire adversary AI/ML algorithms, then the U.S. companies can test their own algorithm’s resilience 
against those of the adversaries or competitors, which would benefit the IC who procure AI/ML systems.61

AI Internal Concerns

The literature expresses numerous AI/ML concerns about the limits of algorithms within the IC. These limits 
include the general lack of understanding of AI/ML algorithms62 and the lack of AI/ML algorithmic capa-
bilities in analytical tasks that require a degree of abstraction, such as intelligence planning, dissemination, 
and evaluation.63 Another significant concern is the lack of understanding of where and how human bias 
enters into algorithm’s construction. Bias can degrade the functionality and effectiveness of AI/ML technol-
ogy.64 Being unable to reapply an algorithm designed for a specific intelligence function with specific data 
to another context may be a counterintuitive limitation, but it is a real limitation of the current technology. 
Even if the data sets are similar, domain knowledge for each context is different.65 The design limitations of 
algorithms, each created for a specific purpose, shape the design process and are not widely understood.66

AI/ML technology exists within a user social context, which involves other analysts, senior analysts, and 
leadership. Within the analyst’s social context, various articles raised several concerns, including the vital 
role of the analyst’s interaction with analytical leadership.67 These also include the analysts’ perspectives on 
their interaction with AI/ML technologies68 and how the social interaction between the analyst and the 
AI/ML technology affects the knowledge created for the decisionmaker.69 Related, the interaction includes 
how analysts manage the social dynamics between organizational cultures within their own intelligence 
agency, other U.S. intelligence agencies, and external partners such as academia and industry.70 The degree 
to which the AI/ML technology can anticipate the analyst’s capabilities and intentions, especially in new 
situations, is unknown.71 
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Problems
Identifying problems with AI/ML as they pertain to the IC constitutes the bulk of the content from the arti-
cles used in this study. Problems are divided into three types: problems that the IC has direct control over, 
internal to IC; problems that the IC does not have direct control over, external to IC; and problems related 
to the AI/ML technology, nature of AI/ML. 
Within each type of problem, more detailed 
perspectives are discussed. Figure 10 sum-
marizes the three types of problems and their 
sub-problems, which are discussed below.

Figure 10. Problems of AI/ML for the IC

Problems

External
Threats

Policy
Constraints

Digital
Environment

System-level
Constraints

Perceptions of
AI/ML

IC Culture
Constraints

Outdated Theory
of Intelligence

Knowledge
Constraints

Limitations of
AI/ML

Internal to IC

External to IC

Nature of AI/ML

Internal to IC Problems

Internal to IC problems consist of four types. 
One type involves the IC culture’s norms, 
customs, beliefs, values, and symbols or IC 
culture constraints. A second type involves 
what authors considered an outdated con-
ceptualization of intelligence or outdated 
theory of intelligence. A third type involves 
the negative perceptions of AI/ML by ana-
lysts, leadership, and customers. A fourth 
type involves technology and data-related 
constraints of existing systems within IC 
agencies or system-level constraints.

Each of the four types is further divided into specific problems, which are discussed below in more detail. IC 
culture constraints are summarized in Figure 11 and include a lack of IC adoption, a lack of an IC digital shared 
vision, a lack of an innovative culture, and a lack of a risk-taking culture. The outdated theory of intelligence, 
summarized in Figure 12, includes challenges with big data, a Cold War approach, data incorrectly assumed as 
evidence, IC history of failures, lack of social science understanding, focusing on the macro-level threat, oper-
ating below the threshold of war, and having the simplified view that AI/ML is a solution to everything. In Fig-
ure 13, perceptions of AI/ML include negative analyst views, mixed leadership views, and negative customer 
views. Finally, system-level constraints are summarized in Figure 14 and include a lack of data standardization, 
a lack of AI/ML interaction testing, a lack of modern standards for testing, and a lack of system integration. 

IC Culture Constraints 

Cultural concerns are considered a fundamental problem for the IC. The lack of IC adoption is prob-
lematic since industry and academia have embraced AI/ML technologies and the data used.72 There is a 
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Figure 11. IC Culture Constraints Problems
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perceived problem that the nation’s com-
petitive advantage could be lost within 
the next decade due to insufficient AI/ML 
adoption by the IC, further increasing the 
complexity of threats to the IC.73

Resistance to change impedes an innovative 
IC culture and is one of the more important 
underlying constraints for AI/ML adop-
tion. The primary obstacle to IC innova-
tion is its culture74 and the failure to think 
creatively about AI/ML across the various 

intelligence domains.75 The IC is behind the Department of Defense (DoD) in one aspect of confronting 
AI/ML because it has not developed the concept of pilot projects for the technology, has not received the 
same legislative tools, nor does it benefit from senior leadership support.76 The IC is not proactive, and 
while voices have been heard with recommendations, rarely are they addressed until a catastrophe occurs.77 
The IC has not been able to adapt to the reality of data democratization, where the competitive advan-
tage of classified information was once the sole purview of the IC. It is now threatened by open-source 
information.78 Innovation has primarily been considered a competency of the private sector.79 Intelligence 
agencies are not prone to promote an entrepreneurial spirit because of the lack of this competency in the 
IC. 80 Further, the lack of an entrepreneurial spirit is not universally welcome in the IC, and introducing 
new ideas is often discouraged.81

There is a lack of tolerance for failure in the IC, mainly because of the negative consequences of surprise. In 
this light, all failures, whether big or small, are considered equal.82 This means the U.S. Government does 
not like failures.83 Consequently, the evolving nature of AI/ML algorithms means they will inject error and 
uncertainty, which requires a tolerance for failure.84

A lack of trust in AI/ML partnerships is due to the absence of a shared IC digital vision, which is considered a 
central problem, especially since the technological expertise resides in the private and academic sectors.85,86 
Challenges with implementation compound the partnership problem as it is one significant hurdle to 
attaining a shared vision across agencies. Still, it is quite another hurdle to implement a vision through 
standard competencies. 

One of the main reasons for the lack of innovation is that the IC lacks a risk-taking culture. 87 There are 
many observations about this problem. There is no IC-wide mechanism for discussing and thinking about 
risks, taking risks, or offering perspectives on mitigating risks associated with AI/ML technologies.88 There 
is a lack of an incentive structure to promote risk-taking, reinforcing the value of a normal business-as-usual 
mindset.89 The existing IC culture, like that of the DoD, is focused on defending the United States. This 
implies that failure is not an option, further contributing to risk-taking resistance.90 The IC culture likes 
repetition and routine, and its no-failure mindset, repetition, and routine provide a degree of well-being 
that analysts and managers are on the right path to ensuring security.91 While risk assessments are focused 
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on the risks of action, they often do not include the consequences of not taking action.92,93 The U.S. Gov-
ernment is generally risk-averse for the same reason as the IC. A failure to protect U.S. national security 
is not valued because the national security enterprise, including the IC, is paid for by taxpayer dollars.94 

Outdated Theory of Intelligence 

Figure 12. Outdated Theory of Intelligence Problems
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AI/ML is often the technology that manipulates big data, while academia focuses on the three challenges of 
big data: volume, variety, and velocity. The IC has an additional set of challenges it must include in its the-
ory of intelligence regarding big data. This 
includes veracity (accuracy and authentic-
ity), volatility (latency), and value (noise is 
decreased).95 

Because of the volume of data, there is a 
mistaken belief in the IC that data is incor-
rectly assumed as evidence. While sometimes 
data is true evidence, finding the signals in 
the noise is not so apparent.96 This mistaken 
belief that volumes of data assume a fact is 
in error because the significance of the data 
is not present within the data itself.97

The IC suffers from a lack of social science 
understanding. One of the problems iden-
tified when seeking solutions through AI/
ML technology is that technology takes a 
front seat. Social science is underappreciated, especially as a science that enables the technologies.98 A 
consequence of such an underappreciation is that the AI/ML algorithms identify correlations, which are 
not the same type of knowledge as causal models based on hypotheses.99 Without a valid theoretical foun-
dation, data analysis will likely lead to inferior technologies and less accurate answers.100 The IC has not 
invested in the use of social science, which means the scenarios analysts construct cannot be effectively 
modeled or tested.101

The IC is focused on the macro threat, whereas knowledge of the local threat context is more important, 
yet difficult to assess. The IC invests in technologies that, at the regional-scale level, do not provide suffi-
cient context at local, smaller scales necessary to detect the emergence of novel situations.102 Some of the 
questions that analysts confront are so complex that their answers reside in sub-populations or sub-entities 
outside the boundaries of what is normally accessible.103

The reality of the 21st century, as of this time, is that adversaries operate below the threshold of war. China, 
Russia, and Iran show they are capable of doing so using a variety of techniques in an attempt to gain 
strategic leverage.104 These techniques include using information communication technologies to target 
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emotions and actions.105 The activities aim to interrupt and interfere with all aspects of society, including 
efforts to reduce intelligence collection and pattern analysis.106 These activities include softening popu-
lations to disrupt or change social norms, typically activities that intelligence has not been so adept at 
detecting.107 The nature of these activities is not so black-and-white as to identify them as illicit or not; 
consequently, intelligence may not detect them.108

As the promise of AI/ML technologies appears on the horizon for the IC, there is a tendency in the IC 
to view AI/ML as a solution to everything. This tendency manifests itself as the search for the holy grail, 
the magic button, that, consequently, has a negative impact on tradecraft.109 The old adage applies, if you 
have a hammer, then everything must be a nail in order to use it. Big data is viewed in the same way. It is 
a magic button in place of the work that intelligence analysts pursue at the task level.110 While the magic 
mentality may exist, it cannot be taken for granted that AI/ML will decrease the need for human intelli-
gence analysts.111

According to the articles included in this study, the IC remains beholden to the 1945-1990 Cold War 
approach to intelligence. The legacy tradecraft relies on highly trained and experienced analysts who can iden-
tify the wrong data and the wrong process. Looking forward, analysts are already overwhelmed with data 
that, for the most part, cannot be identified as right or wrong.112 As a result, analysts have a puzzle-based 
approach to intelligence where analysts just need to find the right pieces of intelligence to find the answer. 
This is an approach that is too narrow for today’s information age.113 Additionally, the IC’s history of fail-
ures has focused on the preventing strategic surprise, emphasizing prevention over anticipation.114 The IC 
focus and success on the tactical side of counterterrorism over the past twenty years will likely contribute 
to near-term strategic surprises.115

Perceptions

Figure 13. Perceptions of AI/ML Problems
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There is generally a negative view towards AI/ML by intelligence analysts for a variety of deep-seated reasons. 
Analysts are concerned that they will be held accountable for the mistakes made by AI/ML technologies 
that they forward to customers.116 The context and content surrounding an intelligence issue can influence 

an analyst’s thoughts, which is good. Still, 
it is not clear that AI/ML technologies can 
factor in such necessary considerations.117 
Because the analyst’s understanding of their 
own social and cognitive context is neces-
sary for making sense of the data and con-
ducting analysis, complexity is inherently 
part of the analytic equation.118 Analysts 
ignore or downplay unclassified data even 

though they identify themselves as all-source analysts.119 Within the domain of unclassified data, open-
source intelligence has largely been interpreted by intelligence analysts, in general, as press reporting,120 
which generates a perception that open-source information is less valuable than classified data.121 
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In other analyst perception-related issues, AI/ML systems are procured and delivered for intelligence ana-
lysts to use without their involvement. Not because technology proponents have a disregard for analysts 
but because of the well-meaning assumptions of such proponents.122 Because of the lack of their participa-
tion, the intelligence analyst has not been able to share the challenges they face as analysts with technology 
proponents. Hence, analysts may view AI/ML technology solutions as not relevant or not helpful.123 This 
lack of involvement negatively affects the analyst’s level of trust in data and algorithms.124 The tendency 
towards distrust about AI/ML is greater than any other human-related interaction with technical staff, 
management, or executives.125 

Consequently, the distrust has led to a lack of demand signals for AI/ML by intelligence analysts.126 When 
distrust is compounded with a lack of user buy-in of AI/ML, intelligence analysts reinforce the reluctance 
to embrace AI/ML.127 This leads to questions and concerns beyond trust by intelligence analysts that 
include the challenges of explaining the logic of the analysis, the robustness of the analysis, and the effec-
tiveness of AI/ML.128 These challenges open up a broader set of negative perceptions based on the analyst’s 
lack of understanding the process by which AL/ML generates conclusions.129  It seems common sense to 
require analysts to know about AI/ML technologies to apply them and integrate their output within the 
analyst workflow.130 If not understood, this lack of understanding leads to analysts perceiving AI/ML as a 
black box, making AI/ML decisions difficult to understand and explain.131 

Perceptions are mixed towards AI/ML by analytic leadership, though reported as more negative than positive. 
One problem is the dichotomy between leadership and intelligence analysts about technology. Decisions 
made by leaders do not consider analyst skills or expertise with AI/ML, suggesting that leaders assume their 
positive view of the technology is all that needs to be considered for success.132 This fallacy of perceptions 
is a problem because analysts will see the problem differently than leaders or customers. Leaders want a 
solution for dealing with a large amount of data and want computer scientists to develop the technology. 
In contrast, intelligence analysts who work on the problem bring their preferences and context.133 This 
disconnect results in further misalignment between aspiration and implementation. Leadership says how 
important AI/ML is, but initial small or pilot efforts using AI/ML have a hard time scaling up to insti-
tutionalization. Scaling up is problematic because of the lack of attention by leaders during the complex 
scale-up attempt and the lack of a demand signal from intelligence analysts who do not see any urgency.134 

Other leadership problems with the perception of AI/ML include the dilemma, of the observation by 
leaders that the IC does not have its own AI/ML talent. On the other hand, the talent resides elsewhere. 
For one, the government is not a significant customer of AI/ML; as a result, most AI/ML researchers and 
scientists do not work for the government.135 The private sector is cornering the talent marketplace.136 This 
makes it difficult for the DoD and the IC to attract AI/ML talent to test and evaluate these technologies.137 

Consequently, private sector organizations produce intelligence that rivals the IC. It is faster and cheaper 
due to the integration of AI/ML. This is likely what IC leadership sees but may not understand the reason 
the IC cannot duplicate what the private sector is doing.138 The IC wants commercially available AI/ML 
but then adds their specific requirements that offset cost savings and may limit the functionality of the 
commercially available AI/ML.139 
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While IC leadership wants AI/ML, integrating the technology into the analyst’s task-level workflow will 
require an extensive retooling of analyst competencies, skills, and knowledge.140 Even if analysts develop 
such rethinking, the turnover of analysts with such new knowledge will become a second-order effect 
to solve.141 Such an effect is indicated by leadership’s lack of understanding of the workings of AI/ML 
algorithms.142 It is not only IC leadership’s lack of understanding but also policymakers who lack under-
standing.143 This lack of understanding may result in erroneous decisions or conclusions.144  

There is also a mixed customer view. Customers are biased towards unclassified information and implic-
itly view the benefits of technology-assisted processing. This is especially true as intelligence agencies and 
non-intelligence organizations increase their reliance on open-source information and cheaply use AI/ML 
technologies, which can quickly process massive amounts of data.145 Because when they do get classified 
information, it is too slow to arrive and too highly classified to be of use to customers.146 However, custom-
ers are reluctant to trust that AI/ML products can be customized to meet their needs, which is compounded 
by the general lack of knowledge by intelligence analysts of the informational needs of policy customers.147 
Policymakers typically have more general, less technical questions for intelligence analysts. Still, it is in the 
details that the more general questions can be answered. Consequently, IC customers are reluctant to trust 
AI/ML because of their concern that AI/ML will not be able to support the synthesis from detail into the 
more general.148 The IC fears that customers will have less of a demand signal for IC products and increased 
demand for private sector-created intelligence.149

System-Level Constraints

Figure 14. System-Level Constraints Problems
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The IC has a lack of data standardization across agencies. Data exist in many formats across systems that 
are either disconnected from each other or not accessible to each other. No standardized science defines 
the organization, management, and storage format. There is no standardized way of representing, naming, 
and categorizing properties and relationships.150 Such disconnections make it hard to conduct data fusion 
and create all-source intelligence products.151 Because of the diversity of data and systems, analysts have to 
spend time figuring out what data is related to each other so that it can be pieced together across data sets 
and systems.152 In addition, data is inherently messy. This raises concerns about how AI/ML can be used 
to handle data disorder, which is a significant obstacle to using AI/ML tools.153

There is a lack of AI/ML interaction testing 
between AI/ML technologies and exist-
ing or non-AI/ML technologies for which 
data would move between. There is a fun-
damental challenge of integrating AI/ML 
into existing technologies that involve 
understanding the costs, risks, and bene-
fits of investing time and energy.154 Unex-
pected failures can occur when AI/ML 
interactions are not tested.155 The problem 
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is compounded by the difficulty in figuring out why an AI/ML system made a decision in a specific 
situation.156 

There is a lack of modern standards for testing AI/ML technologies. Current testing standards and methods 
are not optimized for AI/ML.157 Neither are policies and metrics for testing performance and evaluating 
risk.158 While metrics may be available for consideration during the development of AI/ML technologies, 
standards for operational performance have not been established.159 There is a lack of iterative and contin-
uous approaches to testing once the AI/ML has been acquired and undergoes evaluation before use.160 This 
lack contributes to the difficulty in reevaluating AI/ML systems every time a system is upgraded, above and 
beyond the cost and effort of doing so.161

A lack of system integration exists as there are technical barriers with integrating unclassified data on the 
unclassified system and classified data on the classified system, as well as integrating these movements into 
an analytic workflow supported by AI/ML.162 This situation is further compounded by the lack of compat-
ibility between AI/ML and existing systems, as ways of processing data or delivering products may differ.163

External to IC Problems

External to IC problems consist of three types: threats from foreign actors (external threats, see Figure 15), 
policy constraints from the U.S. Government outside of the IC (policy constraints, see Figure 16), and the 
very nature of digital information (digital environment, see Figure 16). Each of the three types is further 
divided into specific problems, which are discussed below in more detail: external threats include the adver-
sary weaponizing AI/ML, the underprioritizing adversary use of AI/ML against the United States, adversary 
easy access to AI/ML, adversary AI/ML use for deception, and adversary AI/ML use for disinformation. 
Policy constraints include a lack of appropriate oversight, a lack of flexible acquisition rules, and a lack of 
flexible budget rules. The digital environment includes information overload of digital devices, information 
overload of data from these devices, and the effects of information overload on analysts. 

External Threats

The articles included in this study address concerns about foreign actors’ use of AI/ML to create disinfor-
mation and deception. While the articles in this study do not define these two terms, they will be described 
here. Disinformation and deception are related, but they are distinct phenomena. Disinformation is infor-
mation, and the information is designed to intentionally get others to advance some political or social end 
state by changing a belief system.164 Deception is the outcome of disinformation due to an attitudinal or 
behavioral change caused by the actor’s intention to mislead.165 

One of the problems is that adversary AI/ML use creates deception. Data is altered or manipulated by an adver-
sary representing new opportunities for adversaries.166 Russia’s efforts have produced deepfakes, videos, and 
audio through AI/ML.167 Adversarial use of AI/ML is a threat, especially to U.S. AI/ML algorithms.168 These 
deepfakes can flood the IC data collection efforts to create undesirable outcomes.169 Adversaries will use AI/
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ML to limit U.S. data, thereby fooling algorithms.170 As a result, the IC will be more vulnerable to deception, 
sources and methods exposures, information operations, cyber operations, and counterintelligence opera-
tions.171 Adversaries will also use AI/ML defensively to complicate, disrupt, and degrade IC efforts to collect 

against adversaries.172 These adversarial AI/
ML efforts collectively will have the effect of 
degrading American trust in its institutions 
as more deception takes place and adversar-
ies find it easy to do.173 

Adversary AI/ML use creates disinformation is 
also a problem.174 Adversary AI/ML-biased 
algorithms are used to create disinforma-
tion to advance adversary agendas, thereby 
undermining the U.S. or allied legitimacy.175 
Adversaries do this by taking advantage of 
the brittle nature of AI/ML algorithms, i.e., 

Figure 15. External Threats Problems
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one small change and everything falls apart.176 Adversaries are focusing on U.S. data collection efforts that 
mine social media. Injecting disinformation has the potential to introduce false information into analysis.177 
This will make determining the truthfulness and value of data collected much harder for the IC, especially 
with the volume of information collected.178 Countering such adversarial use of AI/ML will require deploy-
ing a robust U.S. AI/ML technology.179 The undesirable effects of hostile disinformation through social 
media have the potential to influence public opinion and cause panic on national security issues.180 

Adversary easy access to AI/ML is ubiquitous.181 Because of the pace of change, the adversarial impact of AI/
ML has a significant negative effect on the strategic environment.182

Adversarial weaponizing of AI/ML is the underlying strategy that produces disinformation and deception. 
The early indicators of such weaponization are clear, and the IC needs to address them.183 It is not only 
U.S. military infrastructure that is at risk from such weaponization, but also the civilian infrastructure.184 
AI/ML provides adversaries with entirely new capabilities outside traditional military capabilities.185 One 
counterintuitive phenomenon is that the United States addresses adversarial weaponization in the public 
forum. This allows adversaries to circumvent U.S. detection, capture, and defeat capabilities.186 One way 
this can be done is by adversaries, or the private sector, creating biased data that could serve as bait with the 
hope that data collectors, like the IC, who use the data for training algorithms purposes, would degrade the 
quality of the U.S. AI/ML algorithms.187 

Adversaries are now aggressively pursuing AI/ML technology to use against open-source information, not 
just social media, and, so far, they are more capable than the IC.188 Adversaries are harvesting data on 
American individuals and building profiles to manipulate or coerce them.189 A wide array of adversaries is 
pursuing these capabilities.190 One consequence is a counterintelligence threat. Case officers will struggle 
to maintain cover with risk to themselves, their agents, and operations.191 If adversaries gain access to the 
control information infrastructure, they can control the data, which can then be compromised.192 
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The articles note that the United States has underprioritized adversary use of AI/ML. This observation falls 
mainly in the hands of decisionmakers who are biased against developing U.S. AI/ML capabilities.193 
Adversaries will use AI/ML as part of their military capabilities to improve their weapon performance and 
counter U.S. and allied weapon systems.194

Policy Constraints

Figure 16. Policy Constraints Problems
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There is a lack of appropriate oversight regarding the IC’s use of AI/ML. Congress is risk-averse, which is 
an obstacle to the IC acquiring and using AI/ML.195 Compounding this reluctance is that IC committees 
re currently organized along IC agencies.196 Congressional committees are focused on certainty, clarity, a

and stability, which are expectations that directly oppose the fluidity of emerging AI/ML technologies.197 
The oversight provided by the committees 
to the IC, House Permanent Select Com-
mittee on Intelligence, Senate Select Com-
mittee on Intelligence, House Committee 
on Appropriations-Defense, and Senate 
Committee on Appropriations-Defense, 
has not evolved with the advent of the 
information age.198

On the procurement side, there is a lack of flexible acquisition rules. Acquisition policies thwart a quick 
response capability and, in general, are too strict, with laws and regulations that are biased towards the 
accuracy and requirements of specifications instead of achieving the desired outcome.199 As a result, the 
current acquisition process and cultural norms designed for physical systems do not support AI/ML tech-
nologies.200 These outdated practices thwart the IC’s ability to adapt, restructure tasks, and modify AI/ML 
algorithms as needed because of the constant changes within the operational environment.201

On the financial side, there is a lack of flexible budget rules. There is a dual concern: first, the rules of the 
budget process are so rigid that the ability to react quickly or quickly integrate AI/ML is severely limited; 
and second, the rapid pace in the development of AI/ML changes faster than the rigid budget system allows 
a response.202 As a result, the budget process, which is so complex, inhibits innovation, which is needed to 
promote AI/ML technologies.203

Digital Environment

An information overload of devices handles digital data, especially smartphones.204 In 2020, the number of dig-
ital devices connected to the Internet was estimated to range from 30 to 50 billion.205 Because these technol-
ogies are so widespread, they generate massive amounts of information.206 This digital epidemic has increased 
the pace of life, yielding the greatest number of interactions between individuals in the history of human-
kind.207 These technologies produce structured and unstructured data that overwhelm analytic tradecraft and 
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pattern recognition capabilities.208 These 
devices have become the battlespace shaping 
adversarial engagement across such tools as 
Twitter, Facebook, Instagram, etc.209

The information overload of data includes 
data that is available commercially and pub-
licly, which are open to almost anyone in the 
world having Internet access.210 The speed 

and volume of this data democratization overload all intelligence domains except possibly human intelli-
gence.211 The problems of managing and differentiating these data will intensify.212 Since IC does not know 
which data are important, all data must be collected and processed.213 IC agencies are suffocating in data over-
load.214 The volume of data collected, classified and open-source, greatly surpasses the analyst’s ability to read 
and synthesize it for insights and relevant information for decisionmakers.215 To quantify this overload, there 
are 40 times more bytes of data than there are stars in the observable universe.216 This data extends far beyond 
what is in news feeds, whether print, Internet, or broadcast.217 

The effects of information overload on analysts include analysts becoming less confident in AI/ML judg-
ments,218 or by implicitly trusting AI/ML without critical thinking, they could become overconfident.219 
Within the collection domain, the overload makes prioritization challenging because of the dramatic 
increase, diversity, and shifting of targets and threats.220 

Figure 17. Digital Environment Problems
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Nature of AI/ML

The nature of AI/ML problems consists of two types: the lack of knowledge by IC agencies (knowledge 
constraints, see Figure 18) and the technological limitations of the AI/ML technologies (limitations of AI/
ML, see Figure 19). Each type is further divided into specific problems, which are discussed below in more 
detail. Knowledge constraints include a lack of clear boundaries, lack of IC AI/ML expertise, lack of AI/ML 
explanation of results, lack of process to understand human bias, lack of understanding the human capa-
bilities by AI/ML, lack of understanding the machine capabilities by AI/ML, and lack of human under-
standing of AI/ML results and its meaning. Limitations of AI/ML include challenges with getting relevant 
training data, limited AI/ML algorithm design constraints, humans import bias into AI/ML design, lack of 
algorithmic transparency, and AI/ML not being good with deliberative tasks. 

Knowledge Constraints

There is a lack of clear boundaries between various organizational-related entities. There is an ambiguity 
between specific and general thinking about what AI/ML can do for the IC. Both policymakers and analysts 
tend to think in the latter way when they should think in the former.221 IC agencies and the IC tasks around 
the structure of intelligence domains, i.e., INTs, when such conceptualization is not relevant to AI/ML 
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Figure 18. Problems Associated with Knowledge Constraints 
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technologies.222 The fact that AI/ML tech-
nologies are blurring boundaries around 
data types means that secrecy is a greater 
risk than the old assumption that secrecy 
is highly valued because it reduces risk and 
uncertainty.223 Not communicating how an 
organization uses AI/ML to monitor behav-
ior makes it almost impossible to determine 
how AI/ML is used to thwart adversaries.224 
The increased connectivity worldwide makes 
it very difficult for agencies to determine 
who does what and where.225 In terms of 
research on AI/ML phenomena, academia 
does not have an interdisciplinary approach. 
Instead, each discipline, like cognitive psy-
chology, robotics, neuroscience, etc., stands 
alone, which makes solving human-AI/ML 
teaming problems difficult.226

The lack of IC AI/ML expertise is well recognized.227 AI/ML technologies require a new set of skill sets and 
knowledge from traditional analysis unassisted by such technologies. These include measuring, judging, 
and factoring in new attributes such as data authenticity.228

One of the big problems IC members experience is the lack of AI/ML explanation of results. This is com-
pounded by each agency having its own cultural and institutional preferences for how and what an explana-
tion of results should include.229 Analysts are hard-pressed to put faith in some results they cannot explain 
and defend at the analyst level.230 Analysts are charged with defending decisions to customers and leaders, and 
the limited functioning of AI/ML in this regard is not tolerated.231 On the other end, there are concerns that 
AI/ML results may be so complex that the AI/ML result may not be explainable.232 Overall, there are analyst 
concerns that AI/ML may only be viewed as a black box, a perception that the inner workings of a process are 
not knowable that may never be explainable to analysts.233 It is the complexity of the algorithm that is viewed 
as the black box. While the algorithm developer understands the algorithmic process, it is unclear whether the 
developer can transfer that knowledge to analysts.234 These concerns are not theoretical, whether developer or 
analyst, because if AI/ML results are not explainable, human judgment errors may cost lives.235 

There is a lack of process to help understand bias. As noted above, human bias enters the AI/ML realm, inten-
tional or not. However, the impact of bias by AI/ML technologies is not understood.236 There is currently 
no mechanism for analysts to collaborate to discuss ways of detecting or mitigating bias about AI/ML.237

There is a lack of understanding of human capabilities. There are challenges in understanding how the indi-
vidual achieves common ground with a communication partner such as an AI/ML technology.238 It is 
unknown how individuals learn from a single event that has not occurred previously, as this would be 
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important in understanding an emerging, novel situation. Such a lack of knowledge may encumber the 
interaction of AI/ML technologies.239 There are challenges in understanding how individuals absorb the 
meaning of new situations and then are able to make predictions or generalizations.240 The challenges 
include understanding how individuals create mental models of situations, and other people’s goals, inten-
tions, and abilities, which would impact how the analyst would understand results from AI/ML.241 In 
terms of understanding the machine-level terminology used to express its results, it is unknown what is 
required for individuals to gain the machine’s trust.242 Finally, how individuals perceive and understand the 
machine’s mental abilities is unknown.243

There is a lack of understanding of the meaning of AI/ML results. Big data results can be faked and hacked 
because probabilities of correlations can be gamed.244 Big data is only an analytic tool.245 Big data generates 
correlations, but an analyst can err in judgment if the domain expert is not involved.246 Deriving erroneous 
meaning from results can occur from poor operationalization or searching for relationships that do not 
exist.247 In general, the opaqueness of AI/ML applications drives the inability of analysts to understand how 
the results came to be.248

There is a lack of understanding of the machine’s capabilities. There are challenges in understanding what a 
machine needs to perceive, communicate, model, problem-solve, and learn with a human.249 Similarly, it is 
unknown which aspects and to which degree machines need to model the minds of individuals given the 
tasks at hand.250 There are challenges in understanding how machines construct a model of individuals to 
provide effective communication.251

There is a lack of understanding AI/ML process. The ability of AI/ML to explain itself is problematic as ana-
lysts will want to know the logic, assumptions, and data biases of the algorithms used to create results.252 
Individuals do not know how AI/ML algorithms make the decisions they do.253 There is a mismatch 
between the priorities of the AI/ML and the metrics used, which makes it difficult to assess the system’s per-
formance.254 The effectiveness of AI/ML depends not only on the system’s properties but also on how the 
system is used by analysts, making derivation of metrics challenging to develop.255 Metrics that determine 
if the AI/ML can duplicate human performance impede the value of the AI/ML.256 

Limitations of AI/ML

There are challenges with getting relevant training data for AI/ML training. Getting large volumes of com-
mercial data to test and train algorithms is difficult.257 Collecting and labeling data used for training is a 
challenge, especially for classified data.258 AI/ML using supervised training, which is what most systems 
use, requires large and representative data sets, and acquiring information is not easy.259 The tough chal-
lenge is that training data is often not real-world data, which means that AI/ML algorithm’s interpretation 
from non-real-world data may not be useful in reality.260 Existing AI/ML applications are often flashy but 
not geared to the environment where classified data is integrated with unclassified data, thereby subject 
to poor judgments.261 AI/ML systems must be trained not to collect or analyze unauthorized persons or 
entities, such as U.S. persons.262
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Figure 19. Problems Associated with Limitations of AI/ML 
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It is an inherent problem that humans 
import bias into AI/ML in many forms. 
One problem is that if cognitive processing 
for analysts is offloaded to AI/ML, analytic 
decisions that form assessments will increas-
ingly become less critical.263 The AI/ML 
algorithm developer cannot see their biases, 
which can manifest as an unexplainable 
error by the AI/ML.264 Because bias is so 
systemic, intelligence agencies and corpora-
tions that collect large data sets will likely 
introduce bias.265 Algorithmic bias is intro-
duced by whoever designs or trains the AI/ML.266 Bias can also be introduced during the acquisition process, 
from planning to deployment.267 Data scientists introduce bias.268 An interesting bias is that while humans are 
loss averse, AI/ML algorithms are not, yet humans design algorithms.269 The algorithm’s perspective reflects 
the designer’s organization, education, or experience in making design choices.270 Customers may introduce 
confirmation bias through their request for customization to address their needs and requests for certain algo-
rithms.271 In general, the pervasiveness of bias is constituted by many factors, including the characteristics of 
the intelligence data, the intelligence analyst, the programmer, the developer, and the data scientist.272

There is a lack of algorithmic transparency for analysts and customers. Analysts are concerned about how AI/
ML arrives at conclusions.273 Algorithmic visibility is not very visible, especially as organizations incorporate 
more tools, and AI/ML internal processes, the black box, may not receive the attention it deserves.274 A 
confounding issue is the trust issue organizations assign to AI/ML, as the algorithms may give access to data 
that not all analysts have access to. This raises the question of how much trust can be placed in machines and 
how much trust analysts have in the algorithms.275 Access issues may thwart an organization’s auditing for 
vulnerabilities that may be internally created by the organization or externally manifested by adversaries.276

There are many problems identified related to limited AL/ML algorithm design. There is the problem of 
space delineation, where algorithm designers have to understand the intelligence problem and transform 
the problem into a problem space. The level of transformation effort varies with the problem.277 Algorithm 
designers have to find ways for the algorithm to identify the intelligence topics, in which the identification 
involves processing a word or combination of words that are given weights.278 Another issue is the ability 
to match algorithms’ cultural and institutional preferences with the working-level analyst’s tradecraft stan-
dards.279 The brittle nature of algorithms is a systemic problem as the algorithm will only work as designed 
if the input data or the environment does not change.280 Big data is less robust when it is complex, which 
means algorithms using common data sets will be more successful than complex data sets.281 However, 
most interesting data sets are dynamic, which change over time, meaning that the algorithm’s correlations 
are only accurate for a specific period.282

An algorithm trained for an intelligence problem and scope will not be trained and usable for different 
intelligence problems or changes in scope.283 Algorithms cannot do deliberative thinking tasks such as 
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identifying what data to collect, who or how to disseminate the results, and assessing the risks and rewards of 
using results.284 The underlying challenge behind these limitations of algorithms is that their techniques are 
designed to quantify uncertainty or ambiguity.285 Algorithms do not work well when they lack regularity of 
context. The environment, statistical regularity, and populations are different during the data training phase 
and the training algorithm’s deployment.286 These limitations make it difficult to figure out the actual capa-
bilities and limitations of algorithms.287 This difficulty becomes more acute as algorithms become more com-
plex because algorithmic output will be less transparent and less likely to predict the limits of its operation.288

The inflexibility of algorithms is further attenuated when faced with rare or novel events, as algorithmic 
design models cannot identify the meaning of such events.289 There is a relatively limited number of algo-
rithm designs for which designers may select, which both introduce bias and incorporate unstated assump-
tions into the chosen design.290 This limitation is apparent when the need exists to recognize objects in 
different environments and under different constraints and therefore require different design solutions. For 
a hypothetical example, while an analyst may view two tasks as very similar such as recognizing a human 
face in a photo posted on an Internet web site and recognizing a missile launcher in a satellite image, the 
algorithm designer views these tasks completely different.291

Related to the problem of a limited AL/ML algorithm design is the narrow AI/ML capabilities. AI/ML pro-
vides value when the input data can be unambiguously associated with output but is limited when the process 
is not so easy to map the input to output.292 As such, it is better to think of the value of AI/ML as contributing 
to foundational intelligence, information about foreign military equipment, for example, instead of finished 
analysis where assessments are made about prediction, intention, or motivation.293 Related, AI/ML technolo-
gies are better at quantification and large volumes of data. Still, the intelligence analyst is better than AI/ML 
when the intelligence problem involves nuances of context and understanding of social interactions between 
actors.294 Hence, AI/ML technologies are limited in their capacity to deliberate.295 AI/ML technology will not 
provide immediate answers to any problem space having dynamics, variation, and temporal complexity.296 

Solutions
The identification of solutions with AI/ML is divided into two types of recommendations. One type is the 
need for the IC to be reformed: those solutions that require filling in unknowns called knowledge gaps. The 
other type is the need for effective action, called implementation needs. Figure 20 summarizes the two solu-
tions and the more detailed six solutions discussed below.

Fill Knowledge Gaps

Fill Knowledge Gaps solutions consist of three types, as shown in Figure 20: making organizational decisions 
about what AI/ML should support (decide what AI/ML should do for…), identifying knowledge gaps for 
which scholarly research is needed to fill the gaps (scholarly research), and leadership-related identification 
of ways forward (leadership visioning). 
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Figure 20. Solutions for AI/ML for the IC
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Each of the three types is further divided 
into specific solutions, which are dis-
cussed below in more detail: Decide  
What AI/ML Should Do For… includes a 
focus on analysis, collection, data, a con-
ceptual framework, low-deliberative tasks, 
machine-human team, priorities, and pro-
cess, summarized in Figure 21; Scholarly 
Research includes AI/ML Capabilities, 
Fill Foundational Knowledge, Machine-
Human Team, Real-World Understanding, 
and Theory of Use, summarized in Figure 
22; and Leadership Visioning includes lead-
ers develop need to change, solve a prob-
lem not buy a solution, use scientific principles, focus on adversary AI/ML, imagine new roles for AI/ML, 
and AI/ML augments Human, summarized in Figure 23. 

Decide What AI/ML Should Do For…

Figure 21. Making AI/ML Decisions Solutions
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Deciding what AI/ML should do for analysis includes having the capability of AI/ML algorithms to allow social 
media companies to remove or stop adversary’s content since the tools can do it faster than analysts.297 Because 
the number of Internet-connected devices is so great and human interaction through the Internet is so vast, 
AI/ML algorithms should be used to main-
tain an advantage over analysts deluged by 
information overload.298 AI/ML algorithms 
can also improve information gathering and 
change how analysts conceptualize a threat.299 

The IC needs to decide which organiza-
tions should adopt AI/ML to equalize or 
improve the Great Power Competition.300 
Such allocation of AI/ML priorities will 
help decisionmakers use AI/ML’s strengths 
and asymmetric advantages in pursuing a 
goal.301 While AI/ML is currently used in 
front-end analysis of data collection, AI/
ML has the potential to support more delib-
erative tasks for the analyst.302 A counter-AI 
capability is needed to recognize adversarial 
efforts to alter or use manipulated data.303 
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Given domain expertise and a stable environment, AI/ML can identify anomalies that provide the intelli-
gence analyst with a broader perspective.304

Deciding what AI/ML should do for collection includes AI/ML helping with detection and early warning 
by identifying imperceptible changes and detecting anomalous behavior.305 AI/ML can also help validate 
the truthfulness of data and collection sources.306 AI/ML could help with human intelligence operations by 
improving the monitoring of security and counterintelligence risks.307 AI/ML can help by providing faster 
processing of edge devices in high-risk or denied areas when connected with sensors and communication 
platforms.308 AI/ML can help improve the speed and precision of captured materials.309

AI/ML can help with open-source information, and within that vein, the IC should create a federated 
approach to applying AI/ML to open-source information.310 Open-source intelligence should be defined 
as the need to address a specific intelligence requirement and process to provide insights not otherwise 
available from classified sources.311 IC agencies should teach new analysts that open-source information can 
provide novel insights.312 AI/ML technologies can help with planning, scheduling, and tasking collection 
platforms based on requirements and target type for the technical intelligence sources.313

Deciding what AI/ML should do for data includes IC agencies creating classified training data so that 
algorithms have realistic training data for intelligence problems.314 However, AI/ML should not be used 
if agencies do not have the needed data.315 AI/ML can help with processing and triaging data, which oth-
erwise takes a long time if done manually.316 IC intelligence products should be machine-readable to be 
disseminated at machine speeds in machine-readable formats and to support time-sensitive tasks.317 There 
are topics where AI/ML is being used against big data, including maritime security, cyber security, money 
laundering, multi-INT analysis, and space situational awareness.318 Yet, IC agencies need to recognize that 
big data cannot fill knowledge gaps as it cannot predict causality.319 AI/ML is suitable for data cleaning.320 
Agencies, however, should broaden knowledge sources beyond big data through AI/ML applications to 
include study groups, think tanks, media reports, and published books.321

Deciding what AI/ML should do for a conceptual framework includes beginning with the right metrics, 
which requires the organization to understand how the system will be used in a detailed way.322 The IC needs 
to develop a framework consisting of several dimensions: the various AI/ML technology capabilities, the 
diversity of AI/ML applications in the IC, and the investment an organization should expend in time and 
space.323 IC agencies should understand the models, algorithms, and heuristics of today’s AI/ML tools.324 
Assessing the diversity of AI/ML applications should be categorized through four independent factors: the 
degree of control the agency has over the AI/ML development and its deployment; the extent of relevancy 
of data, power, and bandwidth assumed to be available; the knowledge of how fast AI/ML algorithms are 
expected to process data and provide an output; and, the degree of resilience an organization has in recover-
ing from AI/ML failures.325 A framework should also consider how trust is established in the AI/ML system 
to determine the limits of the AI/ML’s behavior, when it may not work, and when it will work.326

Deciding what AI/ML should do for low-deliberative tasks includes AI/ML can save time on low-value tasks so 
that the analyst can devote more time and attention to high-value activities.327 There are two ways that AI/ML 
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adds value: having more time at the analyst’s disposal and adding more high-value tasks for the analyst to pro-
cess.328 This potential advantage assumes the IC agency will decide what high-value tasks for an analyst are.329 
AI/ML offers value by offloading low-value tasks meaning analysts can pursue high-value tasks, including anal-
ysis, planning, and tasks requiring creativity, communication, and collaboration.330 AI/ML is a transformative 
technology for low-level tasks. Still, because of the increase in the number and types of threats, AI/ML cannot 
continue to be a transformative technology even for low-level tasks, as it will not be able to keep pace.331

Deciding what AI/ML should do for machine-human teams includes IC organizations having a philosophy 
that creates and maintains machine-human tradecraft, consisting of design policy, information technology, 
a flexible acquisition policy, and an agile security environment.332 The IC must determine when AI/ML is 
best used to support the analyst versus when AI/ML is best used to support machine-human teaming. 333 IC 
agencies should identify high-impact use cases where machine-human teaming has an important impact.334

Deciding what AI/ML should do for priorities includes IC agencies clarifying their priorities and how AI/
ML falls within that strategy.335 There should be more nuanced discussions about what AI/ML can and not 
do, which should include policymakers and analysts.336 The IC should prioritize where to use AI/ML at 
each stage of the intelligence cycle, to the extent possible, and regarding the available data.337

Deciding what AI/ML should do for process includes having certification labels visible on AI/ML technol-
ogies with information on its characteristics and training datasets needed.338 There is also the need for per-
formance-tracking processes that continuously assess the AI/ML technology to evaluate its accuracy.339 To 
ensure quality control, there should be continuous red teaming of AI/ML models at each step.340 Assuming 
the IC has automated the AI/ML processes for each intelligence discipline, the AI/ML technology should 
fuse each process into an uninterrupted all-source feed.341

Scholarly Research

Figure 22. Scholarly Research Solutions
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To fill many of the knowledge gaps, scholarly research is needed. One area, as illustrated by Figure 22, 
is AI/ML capabilities. More research is needed to evaluate AI/ML methods so that developers and users 
can understand the capabilities and limita-
tions of tools.342 Research is also necessary 
to help understand how AI/ML can sup-
port pattern recognition, including making 
inferences between detected objects and 
visualized networks for greater clarity and 
understanding.343 Research is needed on 
having a demonstrable AI/ML tool that 
represents a realistic capability without 
simplifying the tool’s ability. This would 
help ground future acquisition efforts and 
users to what can be accomplished.344 There 
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needs to be more research on the technical and social challenges of adopting AI/ML into the analytical 
work within the IC.345

More research is needed about how AI/ML fills foundational knowledge. Foundational knowledge is basic 
information about what exists, for example, in an adversary’s military arsenal. Research into how curiosity 
can help fill knowledge gaps related to foundational knowledge would support generating questions that 
could be used to fill gaps.346 Investments in AI/ML include foundational basic research, so a focus on such 
research is warranted.347

Research into machine-human teaming covers a broad spectrum of interests. The following areas fall into the 
machine-human team research areas: understanding the constraints of the human analyst and the nature of 
how the analytic problem is represented; factors needed for trust to be built and maintained by the analysts 
of the machine; analyst reactions to different levels of cognition in machines; when and what the machine 
explains to the analyst so that the analyst can have an accurate concept of its machine team member; the 
ability of the machine to have perspective taking and joint attention to achieve cooperation and coordina-
tion with the analyst; understand the analyst’s behavior in different machine teaming situations so that the 
machine has a valid model of analyst behavior; and what the machine needs to know to be able to reason 
with analysts.348 Most of these research topics would need to be accomplished through experiments.

Research into AI/ML real-world understanding includes communication studies in real-world contexts 
focused on natural language that could then be scaled up so that the machine could communicate in 
more complex, novel, or uncertain contexts and communication studies on the machine’s ability to 
understand context so that the machine’s communication with the analyst is grounded in the context and 
environment.349

Research into AI/ML theory of use involves understanding how AI/ML can be used. There needs to be more 
research at the micro and macro level on how the IC thinks about the entire life cycle of AI/ML, from 
planning to deployment to integration with other types of technologies.350 At the macro level, research is 
needed on how decisionmakers conceptualize how AI/ML could be used in their agencies.351 Within the 
academic realm, the conduct of research itself must include research on cross-disciplinary collaboration.352 
Research is needed in AI/ML task learning for knowledge reuse and recombination across different analytic 
problem sets.353 There is a need for a theory of AI/ML use in the IC that includes the tasks in which AI/
ML are successful and those not.354 Research on the future demand for AI/ML is needed to appropriately 
match the application to analysts who engage in complex, deliberative tasks.355

Leadership Visioning

The articles suggest that executive leadership must be involved in the overall challenge of incorporating 
AI/ML into the IC. An important step is that leaders develop the need to change, where leaders must create 
a sense of urgency because there is an AI/ML crisis, embrace out-of-the-box thinking to grow a culture of 
innovation, articulate acceptable risks, and expected failure rates, and back innovators when efforts fail.356 
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Figure 23. Leadership Visioning Solutions
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Creativity and commitment are needed by 
leadership as these are decisive qualities for 
achieving success in integrating and har-
nessing new technologies.357

Leadership must not succumb to the pres-
sure to buy their way out of the AI/ML crisis, 
as they must solve problems, not buy solutions. 
Leadership must overcome the tendency to 
apply expensive solutions to a problem that 
may not match. Still, there is a cultural bias 
that the act of purchasing is an end in and of 
itself, a false hope strategy.358 Leaders need 
to reframe the conceptualization of AI/ML 
as an information technology solution that can be bought. Instead, the technology should be conceptualized 
as an operational problem that needs to be solved.359 In support of this end, the IC should welcome the use 
of commercially developed AI/ML and only enter expensive modifications when necessary.360 

Leadership should ensure that AI/ML is grounded in scientific principles using data science. Data science is an 
interdisciplinary field integrating the domains of statistics, computing, communication, management, and 
sociology to study data within a context, such as particular domains but also organizational and social behav-
iors, to transform data into knowledge.361 Data science must be integrated into analytic strategies against 
threats.362 Leadership must embrace science for evidence-based decisionmaking building using the scientific 
method.363 Leadership must model behavior that data science is to be integrated into analysis so that strate-
gic intelligence can be effective.364 In line with a foundation in science, there must be a systematic approach 
modeled by leadership on making risk-conscious decisions.365 A data science approach should frame the 
threat environment as a complex adaptive system.366

Not only must the IC understand how to use AI/ML, but it must also have a focus on adversary AI/ML use. 
Leadership must ensure the threat side is addressed. IC analysts should focus on adversarial AI/ML, which 
could be done by establishing cadres whose sole purpose is to focus on foreign AI/ML systems and capabil-
ities.367 One way this could be accomplished is by establishing an AI/ML clearing house that would have 
information on foreign AI/ML use.368 The IC should create an AI/ML red team that would focus on the 
malicious use of AI/ML.369 By extension, such a focus would necessitate investment in counter-AI capabili-
ties.370 In addition, the IC should fund adversarial AI/ML testing and red-teaming adversary AI/ML use.371 

An important leadership role is imagining new roles for AI/ML. AI/ML can help deliver information to deci-
sionmakers. It can expand analysts’ knowledge by bringing continuous learning to the workplace, offering AI/
ML-based recommendations on what to read, and validating AI/ML tools for analysts to trust AI/ML outputs.372

Leadership must ensure the right mindset exists so that AI/ML augments humans, not replaces analysts. 
There must be agreement that intelligence is defined as primarily a human profession and that AI/ML 
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technologies augment the profession.373 While the temptation exists to extoll AI/ML as transformative for 
the IC, leadership should take care to communicate AI/ML as an incremental capability and not a transfor-
mational technology.374 There are many cultural factors that decisionmakers should consider when seeking 
AI/ML technologies, such as flexibility and embracing change, a learning culture, data-driven decision-
making, open communication and collaboration, shared digital vision, an entrepreneurial culture, critical 
thinking, and open questioning.375 

Address Implementation Needs

Implementation needs solutions consist of three types, as shown above in Figure 24: addressing a wide 
variety of perspectives on how to approach facets of AI/ML (strategy development), addressing the unique 
challenges of machine-human teaming (team development), and leadership-related identification of ways 
forward (community focus).

Each type is further divided into specific solutions, which are discussed below in more detail. In Figure 
24, strategy development focuses on budget, acquisition, human resources, oversight, partnership, product 
delivery, and risk. Team development includes analyst involvement, analyst understanding, interdisciplinary 
team, reduction of human bias, and domain expertise is summarized in Figure 25. The community focus 
includes intelligence resources, innovation, testing, and verification, as outlined in Figure 26. 

Strategy Development

Figure 24. Strategy Development Solutions
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The budgeting process needs repair, which drives the call for a budget strategy. The budgeting process must have 
greater IC flexibility to support AI/ML development.376 The budgeting process should include investments 

in the technical infrastructure to support AI/
ML technologies.377 Funding can be used as 
a stick but threatens to cut off funding to 
agencies when their AI/ML development 
efforts lag far behind the private sector.378

Similarly, the acquisition process needs repair. 
Acquisitions should use statements of objec-
tives instead of a statement of work, as the 
former does not direct how the outcome can 
be achieved.379 New acquisition authorities 
like Other Transaction Authority (OTA) and 
Commercial Solutions Openings (CSO) are 
needed.380 Develop a strategy that uses a 
single-time budget to allow the same money 
to be used for various purposes.381 Create a 
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parallel organization for the acquisition of AI/ML technologies.382 Similar organizations are created when the 
official or primary organization is not capable or designed to identify, define, or solve a strategically important 
problem. Yet, the parallel organization does not replace or displace the official organization.383

Developing a human resource strategy was a key focus area in the articles. One recommendation deals with 
reducing the analyst turnover that might occur due to analysts experiencing AI/ML errors or introducing 
new technology.384 Another general idea is to encourage creativity and deep thinking in analysts.385 Agencies 
need to educate IC analysts on navigating the various development paths requiring knowledge and skills 
in AI/ML.386 Agencies should incentivize being part of a project team to ensure they have a good under-
standing of AI/ML.387 Recruitment of AI/ML, including its testing and evaluation, must be accelerated, and 
there needs to be appropriate training once on board.388 The IC needs to develop trust and confidence in 
AI/ML by its senior leaders. Hence, the IC should develop an AI introductory course for them and identify 
workforce skill sets for AI-enabled tasks.389 There needs to be workforce skillset retooling for employees to 
increase the capabilities of the analytic workforce.390 The IC should consider rotating analysts into the AI/
ML industry to learn about the AI/ML capabilities and how the industry designs and builds them.391 Man-
agers need to be trained in AI/ML systems before they are deployed in the workspace.392

An oversight strategy is needed. For one, Congressional oversight must be adaptive, where oversight is 
accepting of change and uncertainty.393 There must be a shared vision about AI/ML and what an AI/ML 
project looks like between Congress and the IC.394 The IC should consider adopting the DoD’s DevSec-
Ops oversight approach, a continuous monitoring culture, and practice to integrate software development 
(Dev), security (Sec), and operations (Ops).395 Oversight must recognize the importance of allowing for 
iteration, which would allow oversight to be modified if an initial approach was not working as expected.396 
The IC and the Congressional committees must alter their interaction based on trust to manage expec-
tations and reduce surprises.397 The DNI should have two informal engagements with committees, one 
semi-annual about AI/ML projects and the other periodically, to create mutual understanding and build 
trust around AI/ML projects.398 To build trust between the IC and committees, Congressional committees 
must not misuse the idea of two informal engagements.399 Committees should organize themselves around 
functions instead of agencies to achieve a deeper focus on AI/ML technologies.400 

The development of an AI/ML partnership strategy is extensively highlighted in the articles. The IC needs 
to develop a plan for bridging the AI/ML innovation gap between the private sector and the IC.401 AI/
ML advances are being developed and experimented with in the private sector.402 There is also the need 
for cooperation between the IC and law enforcement on AI/ML technologies.403 To have a partnership 
strategy, the collaboration between the private sector and IC practitioners needs to be modeled.404 Partner-
ing with the private sector to combat online threats and take advantage of AI/ML advances is essential.405 
Because of the asymmetry between the private sector and the IC, the IC should not attempt to develop its 
AI/ML technologies in-house.406 The IC should develop AI/ML-safety organizations that would serve as 
the champion for safety and be the interface with the private sector.407

Due to the potential complexities of AI/ML, a strategy is needed to think about the intelligence product 
delivery to decisionmakers. One key issue is the lack of algorithm explanation, which suggests that if the 
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algorithm results cannot be explained, such results should be avoided.408 The IC should re-instrument the 
process of product delivery based on data architecture, engagement metrics, and customer modeling so that 
AI/ML can be applied to customer feedback.409 The IC should develop an AI/ML training course for its 
customers to improve trust in the IC products.410 IC products should be output in human- and machine-
readable formats so that results can be incorporated into other analytic efforts throughout the IC.411

The IC needs to develop a risk strategy. A flexible strategic risk framework would apply across the IC, allowing 
each agency to tailor the framework to its mission.412 Such an AI-based risk strategy would include how to 
address AI/ML failure, biased data, AI/ML adversarial attacks, supply chain problems, human mistakes, cost 
overruns, legal issues, and oversight issues.413 There needs to be a balance between the risks of acting and not 
acting.414 The IC must ensure that privacy is protected, that AI/ML does not infringe upon it, and that a risk 
mitigation strategy includes routine monitoring.415 Understanding the risks associated with AI/ML will help 
the IC determine how much it can trust AI/ML results.416 A key risk area is the testing and evaluation of AI/
ML technologies, which behooves the IC to develop a risk-based testing and evaluation framework.417

Team Development

Figure 25. Team Development Solutions
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Analyst involvement in the development process is a critical factor in the success of AI/ML tools. Agencies 
need to involve all players, especially the analysts, in the development and implementation stages of AI/
ML planning to include being receptive to analyst observations and feedback.418 Analyst involvement must 
go beyond their familiarization with algorithms as it must include the context in which the analyst works 

because organizational dynamics play into 
the workplace condition, thus shaping how 
analysts perceive the usefulness of the AI/
ML tool.419 It is necessary to understand 
the context of analysts, especially those in 
large bureaucratic institutions, because these 
contexts can shape the diffusion, adoption, 
acceptance, and usage of AI/ML tools.420 
Some recommend that ICD 203 Analytic 
Standards421 be used as a starting point for 
developing AI/ML themes of data transfor-
mation, aggregation, labeling, and display.422

Another critical factor is the analyst’s understanding of AI/ML algorithms. Analysts should embrace AI/
ML algorithms because these applications can sort data, learn from data, and respond to data.423 Analysts 
need to trust AI/ML output, which requires transparency and accountability for how AI/ML systems are 
used in practice.424 Knowing how algorithms work is especially important as more data is processed by AI/
ML technologies.425 Analysts need to be transparent about the data used while training the AL/ML tool to 
reduce or manage bias.426 Reducing unintentional bias in AI/ML requires transparency in analysts seeing 
how the algorithms produce results.427 Analysts need to know how AI/ML systems are set up and used in 
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practice to trust them.428 Creating trust in the analyst means overcoming the analyst’s initial doubt about 
an AI/ML tool.429

It is not just analyst involvement in AI/ML development, the interdisciplinary team needs to be involved. 
This is a joint effort by all players, including computer scientists, intelligence analysts, strategists, lawyers, 
and leadership visioning.430 Involving all players means analysts and managers so they can see and partici-
pate in the design, implementation, and adaptation of AI/ML so that the tool will more likely be accept-
ed.431 All players should be involved in deciding what analysts need and buy.432 A framework needs to be 
developed, for the long term, so that experts from various fields can participate in how AI/ML deals with 
complex data sets and how the results of analysis of such data are implemented.433

Reducing human bias is not a simple level of effort and not a one-time effort. Having a diverse set of pro-
fessionals involved in scrutinizing AI/ML brings different perspectives to various tasks such as review of 
processes, providing algorithmic transparency, and auditing the review of bias.434 The team’s development 
of a shared understanding of each member’s expertise and how each member frames an observation or 
problem can help identify bias.435 It is well-recognized that AI/ML bias is a systemic phenomenon. Hence, 
it requires a holistic approach to observing and reducing it.436

AI/ML technologies must interact with domain expertise because algorithms should reflect, as best as possi-
ble, the data relevant to the domain.437 The analyst is needed to help predefine the analytic problem space 
for the AI/ML algorithm. Such involvement will shape the design or selection of algorithms as it sheds light 
on analytic decisionmaking.438 Domain expertise is especially important with big data as context familiar-

439ization is needed to prioritize feasible targets.

Community Focus

Figure 26. Community Focus Solutions
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The solutions set of community focus involves recommendations for centralizing various functions. The 
first is to establish a central hub for AI/ML for intelligence resources. Since agencies have different missions 
and cultures, one important and necessary ingredient is to speak a common language about AI/ML sys-
tems, from planning to deployment.440 There are some efforts taking place, but they are not centralized. For 
example, there is a digital directorate at CIA, new AI/ML initiatives at NGA, and new cloud-computing  
efforts at NSA.441 One idea is for ODNI to establish a National Artificial Intelligence Center (NAIC).442 
Another idea is to centralize AI/ML budget control with ODNI.443

Another idea is to establish a central hub for 
AI/ML innovation. The DNI should des-
ignate a senior innovation leader responsi-
ble for driving innovation across the IC.444 
That leader could launch an IC innova-
tion initiative.445 One idea is that a parallel 
organization should be established to nur-
ture AI/ML, like Lockheed Martin’s Skunk 



PERCEPTIONS OF ARTIFICIAL INTELLIGENCE/MACHINE LEARNING IN THE INTELLIGENCE COMMUNITY  46

Works.446 The IC could create an unclassified sandbox for IC customers to test and evaluate new capabili-
ties.447 Similarly, the IC could use pilot projects to prove impactful ideas demonstrating that the IC can han-
dle flexibility and speed.448 AI/ML systems need regular maintenance, so one additional centralized function 
would address the fast pace of AI/ML evolution.449

There is a need for centralizing a focus on AI/ML testing and verification. One of the main purposes for 
investing in AI/ML is to strengthen testing, verification, and validation.450 A centralized body could serve as 
a coordinating entity to lead testing and evaluation of AI/ML technologies and to incentivize cooperation 
within the IC.451 The centralized body could be used to translate the private sector testing framework into 
the context and needs of the IC.452 This suggestion could improve trust in AI/ML but testing, training, and 
certifying human-machine teams through wargaming, simulation, and experimentation.453 The IC should 
create an AI/ML red cell to test and verify its use on critical threats.454 

Summary of Findings
Figure 27 summarizes the answers to the three review questions posited at the beginning of this study. 
By and large, the reasons individuals have raised concerns about AI/ML in the IC, identified in the moti-
vation section above, are areas that the IC does not have control over or has not done a very good job of 
overcoming its self-imposed constraints. The motivations fall into two broad issues: factors that should 
be considered in the decisionmaking process leading up to the acquisition of AI/ML and concerns about 
the environment within and outside of the IC about AI/ML that the IC currently has not satisfactorily 
mitigated the various environmental concerns. The problems identified for the IC are quantitatively many, 
topic-wise varied, and qualitatively very complex. Collectively, the problems identified can be overwhelm-
ing. A conceptual framework would help absorb the problems and solutions and provide a way forward. 
A proposed framework is discussed in the next section.  

Figure 27. Answers to Review Questions
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Problems and Solutions

The problems fall into three main focus areas: internal to the IC, external to the IC, and the nature of AI/
ML. The problems identified as internal to the IC are people problems in one way or another. They primar-
ily focus on the challenges of a culture not ready or able to incorporate new technology, innovation, and 
risk-taking, to name a few. However, other people-related problems occur across multiple levels of analysis, 
from the individual to the team, the organization, and the national security sector. Challenges range from 
using an outdated theory of defining intelligence to a lack of understanding that AI/ML requires an inter-
disciplinary approach. AI/ML is not just an information technology problem.

The problems identified external to the IC are varied and are also covered across multiple levels of analysis, 
from the organization to the national security sector, the U.S. society, and the international system. They 
range from actual and consequential national security threats to U.S. policies, rules, and regulations created 
by institutions and departments external to the IC. These problems constrain the IC’s ability to quickly 
and effectively adapt to a world and society overwhelmed with digital technology and its data that almost 
everyone uses. 

The nature of AI/ML problems includes a lack of knowledge about AI/ML and a lack of a realistic under-
standing of what AI/ML technologies can do. The technologies have limitations in their interactions with 
humans and limited ability to deal with deliberative cognitively intense tasks. AI/ML problems are pri-
marily cognitive and span multiple levels of analysis, from the individual to the team and the organization. 

The solutions offered are not one-step actions. This limit is probably the most important insight from 
this study. They are, by and large, a set of complex and time-consuming human endeavors that fill knowl-
edge gaps requiring sophisticated change management techniques and organization. The most challenging 
solution is for the IC to decide what AI/ML can do across the analytic spectrum and enterprise domains. 
What is needed is an extensive research program into how analysts and others who use or might use AI/ML 
technologies think and behave in their interactions with AI/ML. 

Leadership visioning will also be instrumental in the broader topic of implementation needs. Such needs 
would include incorporating scientific principles into the interaction relationship between analysts and AI/
ML. Leadership will develop ideas about how analysts and other intelligence professionals should think 
about the new roles they play versus AI/ML technologies play. The more challenging part for leadership 
begins with strategy development. This includes the development of new policies, perceptions, and behav-
iors for how AI/ML technologies and analysts can work together. 
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Conclusion and Implications

To improve AI/ML use and integration, all the problems and solutions identified in this study are avail-
able for consideration. However, any IC choice faces considerable individual and organizational influ-
ences that can thwart the IC’s ability to adapt. The study concludes with a discussion and framework of 
four elements that influence decisions: the multilevel nature of problems; solutions at each level; orga-
nizational attention; and ways to lead. Figure 29 is the conceptual framework for how the four elements 
are related.

Multilevel Nature of Problems
To translate the complexity of the findings into action, a conceptual framework is informed by the theo-
retical lens used in this study of Ocasio’s theory of organizational attention.455 The framework comprises 
four elements: multilevel nature of problems, solutions proposed at each level, theory of organizational 
attention, and ways to lead. 

As to the challenges of understanding the problems identified through this study, it is helpful to represent 
the problems as they occur at different levels of analysis. Viewing problems from a multilevel perspective 
helps prioritize organizational attention on improving an understanding of the entire problem set’s diver-
sity and complexity.456 

Such a multilevel perspective can be viewed as a hierarchy of different and increasingly abstract levels of 
the human organization represented by a triangle. Figure 28 summarizes the hierarchical view of problems 
from this study. The bottom of the triangle is the individuals. In this study, the problems at the individual 
level are psychological, combining cognitive and emotional factors. The next level of abstraction is behav-
ior at the group/team level. Problems are mainly identified within the interaction of machines, individuals 
who develop the machines, and those who participate in the procurement, testing, and deployment of 
machines. The next level of abstraction is behavior at the organizational level.  As identified in this study, 
problems occur throughout the IC in what is referred to as organizational behavior. The next level of 
abstraction is behavior at the sector level, and problems occur through partnerships with the private sector 
and academia. The next level is behavior at the U.S. societal level. Problems arise in the constructed poli-
cies by the U.S. G overnment that have a constraining force on the IC. The highest level of abstraction is 
behavior in the international, global system. Problems occur because of foreign actors in the international 
system and the proliferation of technology around the globe. 
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Figure 28. AI/ML in the IC as a Multilevel Human Problem Set 
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The solutions at all levels of the problem set attend to a different phenomenon. 

At the global level, the IC needs a strategy to attend to the malicious use of AI/ML against the United States 
and its allies and to have situational awareness of global technology trends.

At the U.S. society level, strategies are needed to change how the IC is shaped by federal acquisition and 
budget rules, procedures, and regulations. Similarly, the IC needs to reset its relationship with the congres-
sional oversight committees at this level.

At the sector level, scholarly research is needed from academia to address various psychological and social 
psychological issues within individuals and teams. There is also the need to develop a strategy to improve 
partnerships with academia, the private sector, and law enforcement.

At the organizational level, leadership behaviors are needed to instill a spirit for change, to change the 
mindset from buy-a-solution to solve-a-problem, embrace and use scientific principles, attend to the adver-
saries’ use of AI/ML, and reinforce the proposition that AI/ML augments humans, not replace them. Strat-
egy is also essential at this level to determine what the IC wants AI/ML to do, to make AI/ML part of the 
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day-to-day workflow, shift the focus of culture away from being risk-averse, and figure out how to organize 
everything mentioned at the organizational level of analysis in this study’s findings—whether to centralize 
efforts or to establish a parallel organization.

At the group/team level, there is a significant learning curve needed by the various players involved in the 
planning, development, testing, and deployment of AI/ML, as well as the need to understand and develop 
mitigation processes dealing with bias.

At the individual level, many of the activities at the sector, organizational, and group/team levels need to be 
understood by the individual because it is the individual, whether in a team situation or not, that does the 
work. Almost everything at these levels needs to be grounded in understanding what the individual can and 
cannot do. This involves individuals acquiring knowledge and developing a strategy to prevent higher-level 
solutions from misplacing unrealistic expectations.

Organizational Attention
This study informs the complexity of AI/ML problems and solutions for IC decisionmakers to attend to 
and absorb. The various individual and organizational factors involved were discussed in the theoretical 
lens section of this study. Summarizing these factors, decisionmakers decide where they want to focus at 
their individual level. What they choose to pay attention to is shaped by the context and situation they 
find themselves in. The context and situation are affected by rules, resources, and social relationships. At 
the organizational level, attention is shaped by the organizational strategy, by the degree to which the 
decisionmaker takes the time and effort to engage in the organizational workflow needed to make the 
object of attention materialize and is affected by the history of what and how issues have been attended 
to in their organization.

Ways to Lead
As the theory of organizational attention is centered around decisionmakers’ attention, what the decision-
makers do after focusing on an issue becomes relevant for a conceptual framework. Organizational consul-
tant Charles Farkas’s empirical research into five leadership styles for implementing solutions is therefore 
appropriate.457 Outward facing is illustrated when leaders are willing to delegate much of their authority to 
internal organizational matters, deal with customers, and stay informed of technological advances. A second 
style is inward facing, where the leader’s primary function is to impart values by modeling behavior and 
growing people within the organization. A third style is expertise facing, defined by the leader who focuses 
on developing expertise and looks for individuals with a flexible mindset and the ability to focus on tasks 
requiring expertise. A fourth style is control, where the leader is primarily concerned with uniform behavior 
in the organization, reduces uncertainty by focusing on the repeatability of processes to ensure accurate 
prediction of behaviors, and oversees the creation of policies to mandate control. The fifth style is the change 
agent, where the leader is primarily involved in communicating with the workforce, seeks to motivate the 
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workforce, and exhibits an openness to ideas for change. The styles are not mutually exclusive, and it is more 
likely than not that leaders will employ multiple styles across different times and contexts.458 Deciding which 
style to adopt for any solution, at any time, in a context, and for how long will be the key to success. 

Summary of Conceptual Framework
A conceptual framework shows how the four elements are related, as shown in Figure 29. The multilevel 
nature of AI/ML problems in the IC is portrayed as an increasingly abstract set of human activities. These 
problems inform proposed solutions, each different for each level of a problem. A variety of solutions is avail-
able for a decisionmaker’s attention. What the decisionmaker pays attention to involves not only an interest 
in any one solution but also a variety of factors typically not in the leader’s control. These factors affect the 
context or situation the leader finds themselves in and the organizational policies, practices, and culture. 
Once attention is secured—if it is, that is— on a set of solutions, the leader must figure out how to lead the 
implementation of a solution. 

Figure 29. Conceptual Framework for Addressing AI/ML in the IC
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Recommendations
The conceptual framework presented in Figure 29 is not prescriptive. Instead, it is an analytic tool. Each 
element is multifaceted, dependent on initial starting conditions and the journey through each component 
in the framework. 
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This recommendation section is focused on a pair of conflicting solutions presented in this study, solu-
tions that occur at a very grand scale: whether to centralize an organized effort to address all or many of 
the aspects of AI/ML issues in the IC, or to create a parallel organization to implement the desired new 
outcomes, while letting the existing system do what it currently does best without extensive disruption. 

Centralization seems to be a standard approach to solving complex problems in large, hierarchical bureau-
cracies. On the other hand, parallel organizations are designed especially for situations where the desired 
outcomes are far different from the official organization’s capability. The challenges of imparting a signif-
icant change effort, AI/ML, into the IC are reflected in this study’s breadth and depth of problems and 
solutions. Almost all the problems and solutions are about people, even though the topic is technology. 
As such, it would seem difficult for existing organizations to solve novel and possibly intractable organi-
zational problems.

The creation of a parallel organization would not be a centralized entity but rather a separate but con-
nected organizational unit that operates much differently than the official system. Well-known examples 
of parallel organizations include Lockheed’s Skunk Works, SWAT teams within police departments, and 
special operations forces within the U.S. Army. The set of President’s Daily Brief (PDB) briefers is a parallel 
organization.459 Such an AI/ML-focused IC entity would likely have a better chance of overcoming the 
problems identified in this study if the origins of the problems were mitigated or eliminated and the solu-
tions were supported. While a parallel organization would have cultural challenges, the opportunities for 
success would outweigh such challenges as seen from the success of the parallel organizations mentioned 
above. For example, there may be resentment in the official system for those operating in the parallel orga-
nization. Yet, the satisfaction of customers and decisionmakers would measure the parallel organization’s 
critical success factors.

Limitations
This project has two main limitations with using the systematic review methodology. First, the three-
month time frame meant that not every step in the methodology could be accomplished as rigorously as 
desired. Additional time would have likely increased the number of articles considered for addressing AI/
ML use in the IC. Second, because of the short time frame, a limited number of databases were searched, 
and a limited number of search phrases were used. More databases or knowledge stores could be explored 
with additional time, and further consideration of search phrases may have increased articles of interest.

Concluding Comments
This systematic review of the literature about AI/ML in the IC produced a large diversity of views on 
problems and solutions. It is much easier to identify problems in the present than to predict solutions in 
the future, hence the biggest value of this study is a deeper understanding of the current state of AI/ML in 
the IC. This study led to four surprises. First, if decisionmakers only focus on topics of interest to them, 
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they would not see the entire picture or dependencies between each problem and solution. On the other 
hand, knowing that the complexity of the problems and solutions can overwhelm decisionmakers, the 
conceptual framework is constructed to alleviate this concern as much as possible. The second surprise is 
that almost all of the articles address both AI/ML and the IC present problems and solutions primarily in 
terms of human behavior, not technological or engineering issues. The third surprise is that problems and 
solutions about AI/ML in the IC occur at every level of analysis of the human enterprise, from the indi-
vidual to the international system. Finally, the systematic review methodology provides a useful approach 
to intelligence studies. While the methodology has a successful history of supporting the medical, public 
health, environment, and educational fields, it has only recently contributed to the for-profit management 
field. There are few examples of using a systematic review for national security contexts, particularly the 
Intelligence Community.
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